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[Motivation] Electroencephalogram (EEG) is one of the most common and essential medical signals collected by 
neural scientists for the analysis of nerve diseases. With the rapid development of medical instruments and data 
collection techniques, EEG analysis has also been witnessed a dramatic progress. One important problem of EEG 
analysis is epileptic pattern detection and analysis. Epilepsy is a brain disease generally associated with seizures, 
deteriorating the life quality of many patients. This internship targets to design effective deployment schemes of 
modern deep learning techniques on EEG Epilepsy detection, with a focus on real-world applications for neural 
scientists [1]. 
[Objectives] The mission of the overall project is to build automatic tools to facilitate the real-world EEG analysis of 
neuroscientists. Typical analytical tasks for neuroscientists include to identify patterns of interest (epileptic spike, 
fast activities, slow waves, etc.) and their roots of cause in terms of the time-domain or frequency-domain 
morphologies, i.e., interpretability of the tools. The developed tools are also expected to benefit other scientific 
areas with similar data layouts and applications, such as in astrophysics (for gravitational wave detection [6]) and in 
finance (for market event detection).  
        The target outputs of the whole project are 1). to publish high-level research paper in venues of both neural 
science and computer science, and 2). to release and maintain open-source software to benefit the EEG analysis 
communities. 

[Challenges] The main challenges of the project lie in the complexity of real-world EEG datasets. The epileptic spike 
and other patterns possess different length in time domain, exist across several different channels or frequency 
ranges, and vary among different patients, deteriorating the performance of most existing heuristic methods. For 
examples, traditional Local Field Potential (LFP) parameter-based epileptic spike detection methods are not very 
robust across different patients [2]. 
        The abilities of deep neural networks in representation learning have the potential to mitigate these problems, 
since they provide unified latent features extracted from various information sources. Successes have been 
witnessed for capturing frequency-domain [3] and other useful information for epileptic spike detection. However, 
their successful deployment demands sophisticated designs on top of EEG domain knowledge, and still far away 
from fulfilling the real-world needs for neural scientists. 

 

Figure 1. An illustration of our real-world dataset [1]. 

[Proposed Work and Implementation] The selected intern will first compare the differences between publicly 
released datasets and real-world EEG datasets, to profile the dataset characteristics and benchmark algorithm 
designs. Algorithm design will start with representation learning of convolutional neural networks for epilepsy 
detection with different lengths. Frequency-domain information will also be involved into the detection procedure, 
with novel architectures to be designed. Specifications are as following. 
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        The datasets involved in this project will be three public EEG datasets (Bonn, MIT-CHB, and AES) [4]. These 
datasets might change based on findings in the progress. We will also use real-world datasets from our neuroscience 
collaborators, who are part of this project’s team. For example, an ICM dataset we can use is a 3-day recording 
(32kHz, 20+ channels) from seven patients that carry implanted sensors, as shown in Figure 1. The total size of our 
datasets is 1.7TB. The selected intern will also be involved in our regular discussions with the neuroscience experts 
in order to exploit their domain knowledge and facilitate the results analysis. 
        The first step is to build a neural network which identifies the epileptic spikes in our datasets with state-of-the-
art classifiers. A starting architecture could be residual convolutional neural networks [5]. The mixture of these 
different datasets is expected to give a sense on intra-patient epileptic pattern changes. The different properties 
between the datasets are also of interest to reveal the real-world requirements for the developed algorithm to be 
useful for the neural scientists. 
        With a designed model in Step 1, the second step is to involve more information into the decision making of the 
model, including frequency-domain information and cross-channel relationships, both where latent patterns 
unaware in the time domain could exist. Time-domain cross-channel relationships could naturally be taken into 
consideration since its straightforward for neural models to take 2-dimensional inputs (instead of 1-dimensional EEG 
subsequences). Frequency-domain information and frequency-domain cross-channel relationships are more 
complicated and require novel design of network architectures and fusion techniques. 
        There are two additional follow-up steps, which we will pursue (depending on the time we will have). Step 3 is 
to facilitate the intra-patient problem with active learning techniques or transfer learning techniques. Transfer 
learning techniques focus on to make the best advantage of the existing learned models, and active learning 
techniques focus on to make the minimal requirements of manual labels from the neurol scientists. Which technical 
branch to choose depends on the results of Steps 1 & 2, and would also consider the suggestions of neural scientists. 
Step 4 is to provide interpretability of the learned models and their predictions, based on the Class Activation Map 
(CAM) techniques. CAM identifies the regions (either their positions in time domain, frequency domain or channels) 
in an input EEG subsequence which contribute the most to its predicted label. 
        The technical contributions of the project lie in the novel design of the deep learning models, which involves 
the frequency-domain information and cross-channel relationships, and its success in real-world EEG epileptic 
pattern detection applications. The optional steps would provide more technical and pioneering contributions in 
their corresponding subareas.  

[Impact] If successful, the proposed approach will significantly speedup the analysis of EEG data, which is now very 
cumbersome, because it requires lots of human effort. Moreover, the same approach could be used for the analysis 
of other sequence collections, such as, sensor data coming from manufacturing and engineering processes, where 
we are interested in detecting rare patterns of interest whose shapes may very. 
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