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	Promises	and	challenges	of	massive-scale	AI		
			

The	case	of	large	language	models	
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Real	Estate	in	Paris	

Automatic text 
generation now 

stays in context  
in French 
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The new AI generation : Transformative AI  

GPT-3 released in May 2020 triggered a new AI generation  
 

•  “Understand” text with unprecedented accuracy 
•  Generate text in the right context and style 
•  Raw, unlabelled training data at “civilization scale” 
•  Perform tasks they have not been trained for 
•  Beyond text : images, video, computer code ...  

  Across businesses, this is a gamechanger, with “Transformative AI” 
disrupting text-based businesses, content creation, human-computer interaction 
 
 
à A worldwide race led by giants 
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The hidden ingredient 

The barrier to entry: compute 
 
•  Entering the era of supercomputer-sized AI 

•  Training GPT-3 :  
-  3 Million GPU–hours (V100)  
-  Estimated price 5-10 M $ for training a single model 

•  And it’s only the beginning 
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Artificial Intelligence requires much faster processing 
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Moore’s Law brings 
diminishing returns 
from silicon  

AI models continue 
to increase in size 
and complexity 

These “extreme-scale” AI models 
take their strength from their size	

...while chip progress gets 
slower & more expensive  	
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The AI scaling hypothesis 

8 

The biggest lesson that can be read from 70 years 
of AI research is that general methods that leverage  
computation are ultimately the most effective,  
and by a large margin. 

Rich Sutton, The Bitter Lesson.  

Scaling laws in Language Models  [Kaplan et al., 2020]  

For well-designed models, increased model size is all you need !  
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compute (PFLOPs day) 

Larger models score higher, 
 generalize better, train faster 
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The	«	Cambrian	Explosion	»	of	AI	chips	
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Quantum		
Classical	Optics	

	

There is light beyond pure silicon   



A short history of Optical Processing of Information 

1930’s	

	From	Sieves	...			

1950’s	

to	Fourier	Transforms	…	 	all	the	way	to	Neural	Networks	

1980’s	

Wagner	&	Psaltis,	1987	
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Rebooting Optical Computing: the AI era 

DATA 
 

https://medium.com/intuitionmachine/deconstructing-deep-meta-
learning-77f08d7e5a97	

 
 ALGORITHMS  
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How	LightOn	actually	started	
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Procrastination		 Coffee	



Laurent !

Igor !

http://nuit-blanche.blogspot.com	

Information	
theory	
Compressive	
Sensing	

It all started with a blog 
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Compressive Sensing 

Mx1 MxN (M<N) 

Nx1 

Can	one	recover	x	from	y ?		

K-sparse 

YES	with	tractable	algorithms		
for	right	values	of	N, M, K 

0	

1	

0	 1	M/N	

K/M	
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Lessons from Compressive Sensing 

 	Signals	can	be	sampled	at	the	level	of	their	information	content	

 	Random	Projections	are	very	good	for	sensing	at	low	data	rate												
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Laurent !

Igor !

Sylvain!

Light	Transport	
in	Diffusive	
Media	

Information	
theory	
Compressive	
Sensing	
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Light transport in diffusive media 

Snow…	
…	human	
tissues…	

…	mist	…	

How	deep	can	one	see	?		

Not	much	

or	 ?	
…	pastis	…



« Speckle »  laser 

Confidential	&	
Proprietary	

Modulated beam 

Spatial Light Modulator 

laser 

CMOS camera 
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Scattering: a coherent process  



Linear 
system 

Discrete     
input vector 

Discrete         
output vector 

(speckle intensity)  

Popoff et al. Nat. Commun. 1:81 doi: 10.1038/ncomms1078 (2010)  

x	
Random transmission matrix 

H	 y = | H x |2	

Confidential	&	
Proprietary	

Spatial Light Modulator 

laser 

CMOS camera 
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Scattering: a coherent process  



Lessons from Light Transport in Diffusing Media 

 	Scattering	preserves	the	information	content	

 	Scattering	optimally	scrambles	information	
 just	like	a	Random	Projection	

 just	like	in	Compressive	Sensing	

 	Matrix-vector	multiplication,	followed	by	non-linearity	 	 	 	
	!	ubiquitous	in	Machine	Learning	!		



Laurent !

Igor !

Sylvain!

Light	Transport	
in	Diffusive	
Media	

Machine	
Learning	

Florent !

Information	
theory	
Compressive	
Sensing	
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Random Projections in Machine Learning 

• Random	Projections	act	as	distance-preserving	point	cloud	embeddings	

	

•  NeurIPS	2017	Test	of	Time	Award	
“Random	Features	for	Large-scale	Kernel	Machines”,	Rahimi,	Recht,	2008		

(1984) 
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Lessons from Machine Learning 

A	Random	Projection	is	an	elementary	computing	building	block	that	is	
well	matched	to	the	statistical	nature	of	Machine	Learning	

•  an	optimal	mixer	/	preconditioner	of	information	
•  changes	the	dimension	of	a	set	of	vectors	without	changing	distances	/	angles	

•  for	data	compression	or	expansion	
•  useful	in	supervised	or	unsupervised	settings	
•  can	be	seen	as	a	dense	(fully	connected)	layer	of	a	DNN	
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Lessons from Machine Learning 
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Random	projections	made	O(n2)→ O(1) 

•  How does it change computing pipelines ?  

•  Can we engineer it so that it has economic value ?
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1 million 
independent 

input         
pixels 

1 million 
independent 

output         
pixels 

Linear 
system 

Linear 
system 

Linear 
system 

One trillion (1012) 
independent random 

coefficients  

Equiv. TBs memory 

Matrix-vector multiplication through light scattering  



The	OPU	performs	Random	Projections	in	the	analog	domain		
input	vector	x	à	output	vector	y	=	Hx		or	y = |Hx|2 	

with	H	a	fixed	by	design	random	matrix	

&                        FAST 

kHz	operation	
→103	such	
multiplies	/	s	

LARGE 

H	of	size	higher	than		
106	x	106						

(TBs	of	memory)		

Designed for Large Scale Machine Learning 

		Equivalent	1015		OPS	…	for	a	few	W	
*	Analog	non-programmable	-	non	Von	Neumann	-	OPS	not	directly	comparable	to	Flops	
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LightOn Appliance 

Ultra-fast:	1500	TOPS	
In	a	single	photonic	core	

LightOn	Appliance:	the	world’s	first	photonic	AI	co-processor	
publicly	available,	since	March	7th,	2021	

With	only	30	W	TDP		
200	times	better	in	#OPS/W		than	

NVIDIA	latest	GPU	boards	

Reduces	the	energy	impact	of	AI		 Provides	enhanced	data	privacy		



User interface (Jupyter) 
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			LightOn	Cloud	:	remote	access	to	OPU,	

	free	for	academic	research		
	
			Access	to	OPU	through	Python	library	
	
				Compliant	with	popular	dev	and								

	Machine	Learning	environments	
	
	
		



Hybrid computing in AI pipelines 
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NeurIPS 2019 

Ivan Dokmanic 
Associate Prof. 

Adversarial	robustness	/	
differential	privacy		
by	design	 Collaboration 

with FAIR   

NeurIPS 2020 

Accelerating SARS-COv2 
Molecular Dynamics Studies 

with Optical Random Features 

Amélie 
Chatelain 

LightOn ML 
R&D engineer 

Collaboration 
with Criteo 
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Image from Valsamas et al, 2018 

Example : 
monitoring a 
datacenter  

How to detect changes / anomalies within the 1000s of signals monitoring a 
complex system (factory, airplane engine, power plant, stock market…) ? 

Big Science: time series  
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Big Science: time series  
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Big Science: time series  

Detection	accuracy	 Detection	delay	
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Computing	time	

Several	orders	of	magnitude	faster		
than	state-of-the-art	

OPU	compute	time	is	essentially	
idenpendent	of	dimension	!			

Big Science: time series  



HPC Use case: Accelerated Scientific Computing 

Randomized Numerical Linear Algebra 
 

DOE RASC report (Jan 2021):  
randomized algorithms are ”essential to the future of computational science and AI for Science.”    
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•  Approximate matrix multiplications  
•  Randomized SVD à recommender systems 
•  ... And much more 

More info: https://arxiv.org/abs/2104.14429 



HPC Use case: Accelerated Scientific Computing 
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SVD	
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HPC Use case: Accelerated Scientific Computing 



Randomized	
SVD	
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HPC Use case: Accelerated Scientific Computing 



HPC Use case: Accelerated Scientific Computing 

Randomized Trace estimators 
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Community detection in networks 
à  Triangle counting on graphs 

(figure from Rossetti et al. Applied Network Science (2019) 4:52) 

A3 TRACE ESTIMATION 



AI Models: a pathfinder for Transformative AI Markets  
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   Can the OPU help for GPT-like computing ? 
 

 



A new paradigm for AI training  
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BEYOND	BACKPROPAGATION:	
	A	NEW	DISTRIBUTED	
TRAINING	PARADIGM	

•  Architecture	agnostic:	scales	to	modern	deep	learning	architectures					
	neural	view	synthesis,	NLP,	recommender	systems	...	

•  First	optical	training	demonstrated	on	graph	neural	networks	
						Oral	presentation	at	NeurIPS	2020	“Beyond	backprop”	workshop	
•  Inference	on	silicon			à	model	portability	
•  Currently	restricted	to	“small”	models	on	LightOn’s	infrastructure		

à	how	to	scale	up	?		

VentureBeat,	Dec	2020	

NeurIPS	
2020	



	
Nov	2021:	First	photonic	AI	co-processor	in	a	#top100	supercomputer	

	

Optical computing meets Supercomputing 
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As	a	matter	of	conclusion	
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“ How does tooling choose which research ideas succeed and fail ? ” 
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LightOn.ai	
 

contact@lighton.io	
	
@LightOnIO	

Building a community 

Technical	articles,	Blogposts,	GitHub,	
White	paper,	Newsletter,	Meetups,	
access	to	LightOn	Cloud	...	


