
Dataset  Descr ipt ion
The main source of data available are the
high-resolution experimental structures
deposited in the Nucleic Acids Data Bank,
containing several thousands molecules.
Through simulations, for these systems it is
possible to generate unfolded, partially
unfolded, or folded but competing structures
to be used as decoys [2].
Other sources of data come from
thermodynamics predictions or data reported
with the deposited structures, such as ionic
concentrations and pH.

Optimizing a physical RNA 
force-field via Machine Learning

Samuela Pasqual, Laboratoire CiTCoM
Frédéric Lechenault, LPENS

Motivations
In humans only 1-2% of DNA codes for proteins, most
of the rest codes for RNAs. Most of these RNA
molecules are involved in gene regulation
mechanisms. Unveiling their structures and functions
will allow to expand drug design to RNA targets,
opening to a whole new branch of medicine.
Most viruses heavily rely on RNA, either having an
RNA genome or having RNA molecules perform
enzymatic and regulatory activities. Understanding
these mechanisms will allow to interfere with their
life cycles and stop infections.
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Problem statement
We developed a coarse-grained physical model for RNA molecules
[1] that allows in principle to predict folding and follow
conformational changes. This model needs to be optimized finding
the correct sets of parameters to describe the interactions.
The model functional forms have been chosen empirically. With
the aid of ML we will also be able to learn possible corrections to
the functional forms used, therefore learning the force-field itself
from the data.

Related Work
The project stems from the synergy of two groups, one working
on RNA modeling the other on Machine Learning applied to
physical systems.
Concerning RNA modeling, we work both on developing new
simulations methods [3,4] as well as to applications to specific
systems in collaboration with experimental teams [5].
Concerning Machine Learning, we work at developing an
interface between physics experiments and ML techniques
aimed at gathering insights into the mechanisms at hand in
situations such as earthquakes predictions, active non-linear
control or DNA decoding [6,7].

Proposed solution
Use ML to find the optimal set of parameters
of the force-field (100+) to distinguish native
structures from decoys, i.e. train the system
to distinguish correctly folded structures.
• Set up the global optimization scheme

coupling Pythorch and the coarse-grained
model.

• Generate the appropriate set of training
structure and decoys.

• Run the optimization on the training set.
• Run simulations on benchmark systems

using the new parametrization.

Results
We expect to have two sets of successive results:
1. Short-term: A newly parametrized force-field to based on

the current model to be used in the very near future to
simulate RNAs of high pharmacological significance such as
G-quaduplexes (involved in cancer regulation) and the
frameshifting element of SARS-CoV-2.

2. Long-term: A new force-field where the physical
interactions will be deduced by ML-based symbolic
regression, to be integrated in a highly parallelized code in
development in our groups and that will be made available
to the whole scientific community.
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